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In recent years, there has been a growing recognition that high-quality training data is crucial for the

performance of machine learning models. This awareness has catalyzed both research endeavors and industrial

initiatives dedicated to data acquisition to enhance diverse dimensions of model performance. Among these

dimensions, model confidence holds paramount importance; however, it has often been overlooked in prior

investigations into data acquisition methodologies. To address this gap, our work focuses on improving the

data acquisition process with the goal of enhancing the confidence of Machine Learning models. Specifically,

we operate within a practical context where limited samples can be obtained from a large data pool. We

employ well-established model confidence metrics as our foundation, and we propose two methodologies, Bulk

Acquisition (BA) and Sequential Acquisition (SA), each geared towards identifying the sets of samples that

yield the most substantial gains in model confidence. Recognizing the complexity of BA and SA, we introduce

two efficient approximate methods, namely 𝑘NN-BA and 𝑘NN-SA, restricting data acquisition to promising

subsets within the data pool. To broaden the applicability of our solutions, we introduce a Distribution-

based Acquisition approach that makes minimal assumption regarding the data pool and facilitates the data

acquisition across various settings. Through extensive experimentation encompassing diverse datasets, models,

and parameter configurations, we demonstrate the efficacy of our proposed methods across a range of tasks.

Comparative experiments with alternative applicable baselines underscore the superior performance of our

proposed approaches.
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1 INTRODUCTION
The rapid development of Machine Learning (ML) techniques has brought about impressive break-

throughs, unleashing the potential of Artificial Intelligence (AI) to tackle complex problems and

improve decision-making processes. However, a recurring theme that persists in the field is the

insatiable hunger for data. As ML algorithms become more sophisticated and capable of handling

intricate tasks, they demand an ever-increasing amount of diverse and high-quality data for training.

This phenomenon has led to the popular adage that “data is the new oil” in the AI landscape.

Recognizing the significance of data acquisition for ML advancements, researchers and practi-

tioners have actively pursued innovative approaches to collect and curate data efficiently. Recent

years have witnessed substantial research interests focused on various aspects of data acquisition
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tasks, including active learning [33, 42], data market [4, 7, 28], data augmentation [11, 41], etc.

Simultaneously, various industrial platforms have risen to facilitate the acquisition and sharing of

datasets to fuel the growth of AI applications, such as Dawex [14], WorldQuant [45], and Xignite

[46], to name a few.

In the area of data acquisition for ML, most existing efforts have centered around optimizing

model performance. An equally vital aspect that has often been overlooked is model confidence

[12, 22]. Model confidence refers to the ability of an ML model to express a measure of uncertainty

or reliability in its outputs, and it has shown to be important in medical diagnosis, autonomous

driving, and other tasks. Recognizing this crucial aspect, in this work we study the task of model

confidence-oriented data acquisition and devise effective data acquisition strategies for the task.

Previous works have established various ways to quantify the confidence for predictions of arbitrary

models, which are generally based on some notion of distance between samples in an evaluation

set and samples in the training set. We adopt established methods to quantify confidence [12] in

our work, yet the approaches developed herein can be naturally applied to other measures of model

confidence, as applicable.

In this paper, we consider a model owner whose objective is to improve the confidence of a

model M by acquiring more samples to enrich the training set T , and a data pool from which new

samples can be acquired. The data pool can be a set of unlabeled samples and the annotation of

each sample comes at a cost [34, 43] or a data market which allows users to purchase new data

[9, 28]. Following previous work [8, 28], we assume that the model owner has a budget 𝐵 denoting

the maximum number of samples to acquire. The task is referred to as Confidence-Oriented Data
Acquisition. Considering the well-studied variance-bias trade-off in the ML literature [24, 47], in

this work we assume that the data pool and T follow the same distribution and focus on the

high variance scenario. In this target setting, acquiring additional data is known to improve the

model accuracy [5, 18, 21], and thus the data acquisition process oriented towards confidence

improvement does not sacrifice model accuracy. We also empirically establish in Section 6.8 the

positive correlation between confidence-oriented data acquisition and model accuracy in this case.

Acquiring out-of-distribution samples [27, 32], or explicitly requiring the improvement of both

confidence and accuracy of a model in a high bias scenario, are out of the scope of this paper; they

form interesting multivariate optimization problems to explore as future work.

The major challenge to derive the optimal solution to the data acquisition task defined above

comes from the mutual dependency between samples to be acquired. While it is straightforward to

calculate the Confidence ImProvement ofM resulting from each sample 𝑠 ∈ D (denoted by CIP

below), by definition, the CIP values of samples would change as new samples are acquired and

added to T . As will be demonstrated in Section 3.1, identifying the 𝐵 samples in D that lead to the

highest confidence improvement is NP-hard.

However, for certain scenarios, which we investigate, we are able to derive the optimal solution

in polynomial time. More specifically, we consider two special cases, Top-𝐵 Independence and
Progressive Dominance. Top-𝐵 independence describes the case when the 𝐵 samples with the highest

CIP values are independent from each other and acquiring any of them does not influence the CIP

of the remaining samples. Progressive Dominance denotes the case when samples are acquired in

rounds and there exists a sample that is guaranteed to be in the optimal solution in each round. We

discuss how to observe and leverage the two cases in Section 3, together with the corresponding

algorithms, Bulk Acquisition (BA) and Sequential Acquisition (SA) to derive the optimal solutions.

While BA and SA lead to the optimal solution in certain cases and aid the understanding of this

problem, they have high complexity. To further improve the acquisition efficiency, we consider an

important property in this problem: the effect to model confidence of a particular sample 𝑒 ∈ E with

a specific label depends on the distance between 𝑒 and its nearest neighbors in T with the same
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label and to the distance between 𝑒 and its nearest neighbors in T with different label. Therefore,

we propose two approximate variants of BA and SA, named 𝑘NN-BA and 𝑘NN-SA. For each 𝑒 ∈ E,
only the 𝑘NN of 𝑒 in D are retained, forming a candidate set. Algorithms 𝑘NN-BA and 𝑘NN-SA

acquire new samples from the candidate set instead of D. Although 𝑘NN-BA and 𝑘NN-SA do not

lead to the optimal solution, as analyzed in Section 4, their accuracy can be bounded, providing
theoretical guarantees regarding the model confidence improvement when they are utilized.

The data acquisition methods introduced above rely on the assumption that the feature vectors

(coordinates) of D are available to the model owner. While the assumption is true for certain

tasks [34, 43], there exist cases when the coordinates are hidden from the model owner [9, 28]. To

facilitate effective data acquisition in generic cases, we devise Distribution-based Acquisition (DA),

a two-phase approach that works in the absence of sample coordinates. In the first phase, samples

from the same data space as T and E are generated (not necessarily belonging to T or E), and
their CIP values are computed. We then train a regression model 𝐹 on the samples which maps

each sample to its corresponding CIP. In the second phase, model 𝐹 and budget 𝐵 are passed to the

data pool D (e.g., the owner of D, a data broker, etc.), and 𝐹 is used to estimate the CIP of each

sample in D and return the 𝐵 samples with the highest CIP values to the model owner. Therefore,

DA avoids unnecessarily revealing the coordinates of D to the model owner.

We evaluate the performance of the proposed methods on both traditional ML tasks and Deep

Learning tasks, including image classification and radar data classification, using classical ML

models as well as state-of-the-art deep models. As will be shown in Section 6, the proposed methods

demonstrate solid performance across a variety of settings, outperforming applicable baseline

approaches. We also thoroughly compare the proposed methods analyzing the most suitable

application scenario of each.

Our main contributions can be summarized below:

• We formally define and study the important problem of acquiring data to improve ML model

confidence. The work does not only benefit the advancement of ML development, but also

complement data acquisition tasks and related techniques.

• We study in depth various aspects of model confidence-oriented data acquisition, analyze

its complexity, and propose two methods, BA and SA that could derive the optimal solution

when certain assumptions are satisfied.

• We develop two lightweight acquisition strategies based on the properties of model confidence

metrics, named 𝑘NN-BA and 𝑘NN-SA, which are efficient and approximate variants of BA

and SA, with approximation guarantees.

• We devise a learned method which can estimate the CIP values of arbitrary samples, facilitat-

ing data acquisition without revealing the coordinates of the samples in the data pool, and

thus the method can be applied in general settings.

• We thoroughly evaluate the performance of the proposed methods across a variety of settings

and showcase their advantages compared with applicable baselines.

2 PRELIMINARIES
In this section we introduce the notations and terminologies that are used in subsequent sections,

and formally define the problem studied in this work.

Data Domain. We consider a classification task on data domain Γ = {X,Y}, where X denotes

the feature space and Y denotes the label space. The methods proposed in the paper can be applied

to any models built on domain Γ.
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Model Owner and Model Confidence. The model owner trains a Machine Learning modelM
on a training dataset T ⊂ Γ, and evaluates the model confidence of M on an evaluation set E ⊂ Γ.
In this paper to facilitate presentation we compute confidence using [12]:

conf(M,T , E) =
∑︁
𝑒∈E

𝐺 (𝑒,T) −𝐺 (𝑒,T)
2

(1)

where 𝐺 (𝑒,T) and 𝐺 (𝑒,T) are defined as follows:

𝐺 (𝑒,T) = min{𝑑 (𝑒, 𝑥) |∀𝑥 ∈ T ∧M(𝑒) ≠ M(𝑥)}
𝐺 (𝑒,T) = min{𝑑 (𝑒, 𝑥) |∀𝑥 ∈ T ∧M(𝑒) = M(𝑥)} (2)

where 𝑑 (𝑒, 𝑥) denotes the Euclidean distance between 𝑒 and 𝑥 , and M(𝑒) denotes the predicted
label of 𝑒 . We note that distance-based confidence metrics are a standard way to quantify model

confidence [12, 22, 44], and the subsequent analysis in this paper and the techniques thus developed

naturally apply to other distance-based confidence metrics as well.

From Equation (2) we know that 𝐺 (𝑒,T) is the minimal distance between 𝑒 and samples in T
with labels other than M(𝑒), and 𝐺 (𝑒,T) is the minimal distance between 𝑒 and samples in T
with label M(𝑒). Note that only predicated labels (i.e., M(𝑒)) are used when calculating the model

confidence, rather than true labels.

We also note that model confidence is additive, i.e., the confidence of M regarding E is the

summation of the confidence ofM regarding each sample in E. In other words, we can also calculate
conf(M,T , E) as follows:

conf(M,T , E) =
∑︁
𝑒∈E

conf(M,T , {𝑒}) (3)

Data pool and Data Acquisition. Data pool is a dataset D ⊂ Γ, from which the model owner

can acquire samples to enrich T , during Data Acquisition [25, 49]. Acquiring samples from a data

pool is associated with a cost (referred to as data pricing); data pricing is orthogonal to the problem

studied herein and we simplify cost calculation assuming that the model owner can acquire at most

𝐵 samples from the data pool, which is denoted as the budget. Following previous studies [40, 43],

we focus on a setting where the feature space X is exposed to the model owner while the label

space Y is hidden, and thus acquiring a sample is essentially revealing the label of the selected

sample. The data acquisition process may consist of one or more rounds, and in each round the

model owner acquires one or more samples from D. At the end of each round, the model owner

retrains M with all of the possessed samples (i.e., T and samples acquired from D), and future

acquisition is guided by the current predictions of the model.

Confidence Improvement. The objective of the model owner is to improve the confidence of

M (i.e., conf(M,T , E)). Each sample added to T may change the confidence of M. Thus for each

sample 𝑠 ∈ D, we compute the confidence ofM before and after it is added to T . The difference

between the two values is the Confidence Improvement (CIP) 𝑠 brings toM. More specifically, we

compute the CIP of sample 𝑠 as follows:

CIP(𝑠,M,T , E) = conf(M,T ∪ {𝑠}, E) − conf(M,T , E) (4)

Note that the CIP of sample 𝑠 is equal to the actual model confidence improvement if only 𝑠 is

acquired, and can be lower than the actual model confidence improvement if multiple samples are

acquired, as will be shown in Section 3.

Similar to conf(∗), CIP is also cumulative, i.e., the overall improvement 𝑠 brings to modelM is the

summation of the individual confidence improvement 𝑠 brings to each sample in E; an equivalent
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way to calculate CIP as in Equation (4) is:

CIP(𝑠,M,T , E) =
∑︁
𝑒∈E

CIP(𝑠,M,T , {𝑒}) (5)

Note that CIP(𝑠,M,T , {𝑒}) might be (1) positive, i.e., inserting 𝑠 into T increases the model

confidence regarding 𝑒 , which denotes that 𝑠 becomes the new nearest neighbor of 𝑒 with labelM(𝑒)
and thus 𝐺 (𝑒,T ∪ {𝑠}) < 𝐺 (𝑒,T); (2) negative, i.e., adding 𝑠 to T decreases the model confidence

regarding 𝑒 , which denotes that 𝑠 becomes the new nearest neighbor of 𝑒 with label other than

M(𝑒) and thus 𝐺 (𝑒,T ∪ {𝑠}) < 𝐺 (𝑒,T); and (3) zero, which means 𝐺 (𝑒,T ∪ {𝑠}) = 𝐺 (𝑒,T) and
𝐺 (𝑒,T ∪ {𝑠}) = 𝐺 (𝑒,T). In this work we assume that there exists at least 𝐵 samples in D with

positive CIP.

To facilitate the computation of CIP (more specifically, conf(∗)) which involves calculating the

Euclidean distance between samples, we assume that the coordinates of the samples in D are

exposed to the model owner, and the model owner pays a price to reveal the label of a sample. In

Section 5 we discuss data acquisition when the assumption does not hold.

We introduce ultimate model confidence improvement (UMCI) below to quantify the utility of the

acquired samples.

Definition 2.1. Ultimate Model Confidence Improvement. Let D𝐵 of size 𝐵 be a subset of

D. The ultimate model confidence improvement after acquiring D𝐵 is conf(M,T ∪ D𝐵,M) −
conf(M,T ,M).

Note that since the confidence metric in Equation (1) is based on the distances between samples,

which heavily depend on the dimensionality and scale of the data domain, UMCI is not a metric to

be compared across datasets and tasks. Rather, it is designed for single dataset-related evaluation,

e.g., measure the effectiveness of different data acquisition algorithms or compare different model

options for the same task.

The problem studied in this work can be defined as follows:

Definition 2.2. Confidence-oriented Data Acquisition. Given (1) a Machine Learning model

M and the dataset T on whichM is trained, (2) an evaluation set E on which the confidence of

M is measured, (3) a data pool D from which new samples can be acquired, and (4) a budget 𝐵,

the objective of confidence-oriented data acquisition (or simply data acquisition when there is no

ambiguity) is to choose 𝐵 samples to acquire from D (denoted by D𝐵) and retrain M on T ∪ D𝐵 ,

so as to maximize the ultimate model confidence improvement.

According to Definition 2.2, we use (M,T , E,D, 𝐵) to denote a particular data acquisition in-

stance. We refer to the subset ofD with 𝐵 samples that lead to the maximal confidence improvement

as the optimal solution to the instance when there is no ambiguity.

3 THE STUDY OF OPTIMAL SOLUTIONS
In this section, we first analyze the hardness to obtain the optimal solution to the problem introduced

in Definition 2.2 in generic cases, and then propose two special cases, under which the optimal

solution can be derived in polynomial time, to more comprehensively study the data acquisition

task from different perspectives.

3.1 Properties of the Data Acquisition Task
In order to better understand the data acquisition process and showcase its computational com-

plexity, we first demonstrate an important property regarding confidence improvement.
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Theorem 3.1. Let D𝐵 be the set of samples acquired from D, then conf(M ∪ D𝐵,T , E) can be
larger than, smaller than, or equal to conf(M,T , E) +∑

𝑠∈D𝐵
CIP(𝑠,M,T , E)

Intuitively, Theorem 3.1 states that the overall confidence improvement a set of samples D𝐵

brings to model M is not the cumulative CIP values of samples in D𝐵 . Thus, after sample 𝑠𝑖 is

acquired and added to T , the CIP values of remaining samples in D need to be updated to reflect

the influence of 𝑠𝑖 on the confidence of M. More specifically, after 𝑠𝑖 is acquired, the CIP value of

an arbitrary sample 𝑠 𝑗 ∈ D becomes CIP(𝑠 𝑗 ,M,T ∪ {𝑠𝑖 }, E). Theorem 3.1 can thus be equivalently

rewritten into the following.

Theorem 3.2. ∀𝑠𝑖 , 𝑠 𝑗 ∈ D, CIP(𝑠 𝑗 ,M,T ∪ {𝑠𝑖 }, E) can be larger than, smaller than, or equal to
CIP(𝑠 𝑗 ,M,T , E)

We can prove Theorem 3.2 following the way conf(∗) is computed in Equation (2), the detailed

proof is omitted for brevity but is available in the technical report of the paper.

Since it is non-trivial to predict how the CIP values of remaining samples would change after

a certain sample is acquired, identifying the set of samples D𝐵 ⊂ D which leads to the highest

confidence improvement requires exhaustively searching all subsets of size 𝐵 of D. We formally

analyze the complexity of the task below.

Theorem 3.3. Identifying the optimal solution for the Machine Learning Model Confidence-oriented
Data Acquisition is NP-hard.

Proof. The Max Cover Problem (MCP) [37] is a known NP-hard problem, which is defined as

follows: given a number 𝑘 and a collection of sets which may have some common elements, select

the 𝑘 sets so that the union of the selected sets has maximal size. Given a particular MCP instance,

we can reduce it to the problem defined herein as follows:

(1) Each set in MCP is mapped to a sample in D in the data acquisition problem;

(2) Each element in MCP is mapped to a sample in E in the data acquisition problem;

(3) 𝑘 in MCP is mapped to budget 𝐵 in the data acquisition problem;

(4) Let 𝑠𝑖 be an arbitrary sample in D and 𝑆𝑖 be the corresponding set in MCP, for each sample

𝑒 𝑗 ∈ E and the corresponding element 𝐸 𝑗 in MCP problem, if 𝐸 𝑗 ∈ 𝑆𝑖 , set CIP(𝑠𝑖 ,M,T , {𝑒 𝑗 })
to 1, otherwise set CIP(𝑠𝑖 ,M,T , {𝑒 𝑗 }) to 0;

(5) Solve the data acquisition problem instance defined above using a hypothetical algorithm

A, and let 𝑠𝑖 , 𝑠2, · · · , 𝑠𝐵 be the answer. The sets corresponding to 𝑠𝑖 , 𝑠2, · · · , 𝑠𝐵 thus form the

optimal answer to the given MCP instance.

In conclusion, if there exists an algorithmA that can solve the data acquisition problem in polynomial

time, MCP can be solved in polynomial time as well, which is a contradiction. Therefore, algorithm

A does not exist, and the data acquisition problem defined in Definition 2.2 is NP-hard. □

Although it is NP-hard to derive the optimal solution to the data acquisition problem in generic

cases, in the subsequent sections we show that in certain scenarios, we can leverage properties of

CIP to design algorithms identifying the optimal solution without exhaustively enumerating all

subsets (of size 𝐵) of D.

3.2 Top-𝐵 Independence and Bulk Acquisition
In this section, we analyze the case that the CIP values of samples inD satisfy a particular condition

referred to as Top-𝐵 Independence. We develop an algorithm that can identify the samples which

lead to the maximal confidence improvement in polynomial time.

As pointed out in Section 3.1, the major difficulty in solving the data acquisition problem

comes from the mutual dependence between samples in D: acquiring a sample may influence
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the CIP values of the remaining samples, and since such influence is not predictable, exhaustive

enumeration is required to identify the optimal solution. Looking at the mutual dependence from

another perspective, if there exists a condition when the samples leading to the maximal confidence

improvement have no influence on their corresponding CIP values, then the acquisition would

become more tractable. We formally define the condition below.

Definition 3.4. Top-𝐵 Independence. LetD𝐵 be the 𝐵 samples inD with the highest CIP values.

If ∀D𝑠𝑢𝑏
𝐵

⊂ D𝐵 , and ∀𝑠 ∈ D𝐵 \ D𝑠𝑢𝑏
𝐵

, CIP(𝑠,M,T ∪ D𝑠𝑢𝑏
𝐵

, E) = CIP(𝑠,M,T , E), then samples in

D are said to satisfy the Top-𝐵 Independence condition.

While Top-𝐵 independence makes the data acquisition process tractable, checking if a particular

problem instance satisfies this condition still requires the exhaustive search of ∀D𝑠𝑢𝑏
𝐵

⊂ D𝐵 and

∀𝑠 ∈ D𝐵 \ D𝑠𝑢𝑏
𝐵

. Below we introduce a case when we can verify Top-𝐵 independence simply by

looking at the CIP values of samples in D𝐵 calculated on T ,M, and E.

Theorem 3.5. Let 𝑠1, 𝑠2, · · · , 𝑠𝐵 be the 𝐵 samples in D with the highest CIP values. If ∀𝑖, 𝑗 ∈
[1, 𝐵], 𝑖 ≠ 𝑗 , and ∀𝑒 ∈ E,
CIP(𝑠𝑖 ,M,T , {𝑒}) ∗ CIP(𝑠 𝑗 ,M,T , {𝑒}) = 0, then Top-𝐵 independence is satisfied.

Proof. The objective is to prove ∀D𝑠𝑢𝑏
𝐵

⊂ D𝐵 , and ∀𝑠 ∈ D𝐵 \ D𝑠𝑢𝑏
𝐵

, CIP(𝑠,M,T ∪ D𝑠𝑢𝑏
𝐵

, E) =
CIP(𝑠,M,T , E), which is equivalent to proving ∀𝑠𝑖 , 𝑠 𝑗 ∈ D, ∀𝑒 ∈ E, CIP(𝑠𝑖 ,M,T , {𝑒}) =
CIP(𝑠𝑖 ,M,T ∪ {𝑠 𝑗 }, {𝑒}). Since CIP(𝑠𝑖 ,M,T , {𝑒})∗
CIP(𝑠 𝑗 ,M,T , {𝑒}) = 0, we consider two cases:

(1) If CIP(𝑠𝑖 ,M,T , {𝑒}) == 0, according to Equation (4), we know that conf(M,T , E) =

conf(M,T ∪ 𝑠𝑖 , E). And according to Equation (2), we know that 𝑑 (𝑒, 𝑠𝑖 ) > 𝐹 (𝑒,T) and
𝑑 (𝑒, 𝑠𝑖 ) > 𝐹 (𝑒,T), i.e., there exists at least one sample in T with the same label as 𝑠𝑖 that is

closer to 𝑒 than 𝑠𝑖 , and evidently inserting 𝑠 𝑗 into T does not change the condition. Therefore,

CIP(𝑠𝑖 ,M,T ∪ {𝑠 𝑗 }, {𝑒}) is still zero.
(2) If CIP(𝑠𝑖 ,M,T , {𝑒}) ≠ 0, since CIP(𝑠𝑖 ,M,T , {𝑒}) ∗ CIP(𝑠 𝑗 ,

M,T , {𝑒}) = 0, we know CIP(𝑠 𝑗 ,M,T , {𝑒}) = 0, and according to Equation (2) the following

is True:

• conf(T ) = conf(T ∪ {𝑠 𝑗 })
• 𝐺 (𝑒,T) = 𝐺 (𝑒,T ∪ {𝑠 𝑗 }), or equivalently, 𝑑 (𝑒, 𝑠 𝑗 ) > 𝐺 (𝑒,T)
• 𝐺 (𝑒,T) = 𝐺 (𝑒,T ∪ {𝑠 𝑗 }), or equivalently, 𝑑 (𝑒, 𝑠 𝑗 ) > 𝐺 (𝑒,T)
Since CIP(𝑠𝑖 ,M,T ∪{𝑠 𝑗 }, {𝑒}) = conf(M,T ∪{𝑠𝑖 }∪ {𝑠 𝑗 }, {𝑒}) −conf(M,T ∪{𝑠 𝑗 }, {𝑒}), and
from above statement we know conf(M,T ∪ {𝑠 𝑗 }, {𝑒}) = conf(M,T , {𝑒}), we only need

to prove conf(M,T ∪ {𝑠𝑖 } ∪ {𝑠 𝑗 }, {𝑒}) = conf(M,T ∪ {𝑠𝑖 }, {𝑒}). And conf(M,T ∪ {𝑠𝑖 } ∪
{𝑠 𝑗 }, {𝑒}) = min{𝐺 (𝑒,T ∪ {𝑠𝑖 }), 𝑑 (𝑒, 𝑠 𝑗 )} − min{𝐺 (𝑒,T ∪ {𝑠𝑖 }), 𝑑 (𝑒, 𝑠 𝑗 )} = 𝐺 (𝑒,T ∪ {𝑠𝑖 }) −
𝐺 (𝑒,T ∪ {𝑠𝑖 }) = conf(M,T ∪ {𝑠𝑖 }, {𝑒}). Therefore, CIP(𝑠𝑖 ,M,T , {𝑒}) = CIP(𝑠𝑖 ,M,T ∪
{𝑠 𝑗 }, {𝑒}).

□

Given a data acquisition instance, we can compute the CIP values of all samples in D, and if

the CIP values demonstrate the property introduced in Theorem 3.5, then Top-𝐵 independence is

satisfied; as a result determining the optimal solution to the data acquisition problem becomes easy.

Theorem 3.6. When Top-𝐵 Independence condition is satisfied, the 𝐵 samples with the highest CIP
values form the optimal solution.

Proof. When the Top-𝐵 independence is satisfied, the 𝐵 samples with the highest CIP values

lead to an overall model confidence improvement that is equal to the cumulative CIP value of these
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𝐵 samples. This is the highest possible accumulative CIP value of any 𝐵 samples in D. We provide

the formal proof in the technical report of the paper. □

We summarize the process of calculating CIP values and acquiring samples in Algorithm 1. Since

𝐵 samples are acquired all together, we refer to the method as Bulk Acquisition (BA).

Algorithm 1 Bulk Acquisition (BA)

Input: Model M, training set T , evaluation set E, budget 𝐵, D
1: Initialization: CIPs=2D matrix;

2: for 𝑠 ∈ D do
3: for 𝑒 ∈ E do
4: CIPs[𝑠][𝑒]=CIP(𝑠,M,T , {𝑒});
5: CIPs[𝑠][‘overall’]=

∑
𝑒∈E CIPs[s] [e];

6: Sort CIPs[:][‘overall’] in descending order;

7: Acquire samples corresponding to CIPs[0:𝐵]

The major cost of BA comes from the calculations of CIP values regarding each pair of 𝑠 ∈ D and

𝑒 ∈ E, while the acquisition cost after all CIP values are derived (and sorted) is linear. According to

Equations (1) and (4), the complexity of BA is𝑂 ( |D| ∗ |T | ∗ |E | ∗𝐷), where 𝐷 is the dimensionality

of the feature space.

Another desired property of Top-𝐵 independence, as introduced in Definition 3.4, is that the

confidence improvement of the model is known before the acquisition starts. In practice, when

the condition in Theorem 3.5 is not satisfied, one still needs to know the potential confidence

improvement prior to acquisition; we adopt a variant of Algorithm 1, and instead of acquiring the

𝐵 samples with the highest CIP values, we traverse the CIP values in descending order, and acquire

the first 𝐵 samples which satisfy the condition given in Theorem 3.5. The cumulative CIP value of

these 𝐵 samples is guaranteed to be the confidence improvement of the model. Note that since with

BA samples are acquired collectively in one round, model retraining commences after all samples

are acquired.

3.3 Progressive Dominance and Sequential Acquisition
With Top-𝐵 independence we focus on a case when samples forming the optimal solution are

mutually independent and can be acquired together, eliminating the need of updating the CIP

values. In this section we view the problem from a different perspective and discuss a scenario

in which we can acquire samples in the optimal solution gradually in iterations, with CIP values

being repetitively updated along the process.

One challenge in selecting samples that are not mutually independent is that, acquiring a sample

would change the CIP values of the remaining samples, and if samples are greedily chosen purely

based on CIP values, we may not identify the optimal solution. In other words, for a specific round

of acquisition and two samples 𝑠𝑖 and 𝑠 𝑗 in D, the CIP value of 𝑠𝑖 being higher than that of 𝑠 𝑗
does not necessarily mean that acquiring 𝑠𝑖 would lead to a higher ultimate model confidence

improvement.

However, considering the property of model confidence and CIP (Equation (2) in particular), there

are certain cases when we can conclude that a specific sample leads to higher ultimate confidence

improvement than another, based on the CIP values. We introduce the notion of dominance below
to formally define such cases.

Proc. ACM Manag. Data, Vol. 2, No. 3 (SIGMOD), Article 131. Publication date: June 2024.



Data Acquisition for Improving Model Confidence 131:9

Definition 3.7. Dominance. Let 𝑠𝑖 and 𝑠 𝑗 be two samples in D, if ∀𝑒 ∈ E,
CIP(𝑠𝑖 ,M,T , {𝑒})≥CIP(𝑠 𝑗 ,M,T , {𝑒}), we say 𝑠𝑖 dominates 𝑠 𝑗 .

Table 1. An Example of Dominance

CIP 𝑒1 𝑒2 𝑒3

𝑠1 0.4 0 0.2

𝑠2 0.5 0.1 0.3

𝑠3 0.1 0 0.1

Dominance describes the case when the CIP value of one sample in D is larger than the CIP

value of another sample in D with respect to each evaluation sample. In Table 1 we illustrate

dominance with an example, where 𝑠1, 𝑠2, 𝑠3 are samples in D, 𝑒1, 𝑒2, 𝑒3 are samples in E, and the

value in the cell corresponding to 𝑠𝑖 and 𝑒 𝑗 denotes CIP(𝑠𝑖 ,M,T , {𝑒 𝑗 }). As per Definition 3.7, 𝑠2

dominates 𝑠1 and 𝑠3, and 𝑠1 dominates 𝑠3.

Theorem 3.8. If 𝑠𝑖 dominates 𝑠 𝑗 , then ∀D𝑠𝑢𝑏 ⊂ D, conf(M,T ∪ {𝑠𝑖 } ∪ D𝑠𝑢𝑏, E) ≥ conf(M,T ∪
{𝑠 𝑗 } ∪ D𝑠𝑢𝑏, E).

Proof. We use T ′
to denote T ∪D𝑠𝑢𝑏 and prove conf(M,T ′∪{𝑠𝑖 }, E) ≥ conf(M,T ′∪{𝑠 𝑗 }, E),

which is equivalent to proving CIP(𝑠𝑖 ,M,T ′, E) ≥ CIP(𝑠 𝑗 ,M,T ′, E). According to Equation (5),

we can prove ∀𝑒 ∈ E,CIP(𝑠𝑖 ,M,T , {𝑒}) ≥ CIP(𝑠 𝑗 ,M,T , {𝑒}), which is true according to the

definition of dominance. □

The property in Theorem 3.8 provides a way to compare two samples in terms of ultimate model

confidence improvement, and leveraging the property we can identify samples in the optimal

solution in certain cases.

Theorem 3.9. For sample 𝑠 ∈ D, if 𝑠 dominates |D| − 𝐵 samples, then 𝑠 is guaranteed to be in the
optimal solution.

Proof. Intuitively, if 𝑠 dominates |D| − 𝐵 samples, according to Theorem 3.8, there are at most

𝐵 − 1 samples leading to higher ultimate model confidence improvement than 𝑠 . Since the budget is

𝐵, 𝑠 is in the optimal solution. □

With Theorem 3.9 we can identify samples that are guaranteed to be in the optimal solution.

Since we make no assumptions regarding mutual independence, after samples dominating others

are acquired, the CIP values of the remaining samples would change, and thus an update is needed.

Since iterative CIP updates are required, we consider an acquisition strategy named Sequential
Acquisition (SA), in which we acquire one sample from samples yet to be acquired, in D and

update the CIP values of the remaining samples in D in each round, and repeat the process for 𝐵

rounds. Below we introduce a scenario in which we observe dominance repeatedly in each round

of sequential acquisition, and showcase that SA leads to the optimal solution under this scenario.

Definition 3.10. Progressive dominance. Progressive dominance refers to the condition that in

each round of SA, there is at least one sample 𝑠 ∈ D dominating |D| − 𝐵 samples in D.

Note that with progressive dominance, while the number of samples to be dominated in each

round is always |D| − 𝐵, since samples are acquired along the process and thus removed from D,

the condition becomes more and more restrictive as more samples are acquired, and in the last

round of SA, the selected sample dominates all remaining samples. We provide the detailed steps of

SA when progressive dominance is satisfied as Algorithm 2.
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Algorithm 2 Sequential Acquisition (SA)

Input: Model M, training set T , evaluation set E, budget 𝐵, D
1: while B>0 do
2: for 𝑠 ∈ D, 𝑒 ∈ E do
3: CIP[𝑠] [𝑒] = CIP(𝑠,M,T , {𝑒})
4: for 𝑠 ∈ D do
5: dominantCount=|D| − 1; //except for 𝑠

6: for 𝑠′ ∈ D \ {𝑠} do
7: dominant=True

8: for 𝑒 ∈ E do
9: if CIP[𝑠] [𝑒] < CIP[𝑠′] [𝑒] then
10: dominant=False;

11: break;

12: if dominant == False then
13: dominantCount-=1;

14: if dominantCount≥ |D| − 𝐵 then
15: T = T ∪ {𝑠}
16: D = D \ {𝑠}
17: 𝐵 = 𝐵 − 1

Theorem 3.11. SA leads to the maximal confidence improvement if progressive dominance is
satisfied.

Proof. According to Definition 3.10, the condition of Theorem 3.9 is satisfied in each round of

the sequential acquisition process, and thus a sample in the optimal solution can be acquired in

each round, and the optimal solution is gradually constructed. The formal proof is provided in the

full technical report of the paper. □

Note that if we can identify more than one sample in each round satisfying the property in

Theorem 3.9, we can acquire all of these samples in the same round, and it is evident that the

acquired samples still form the optimal solution.

Even if the dominance condition is not satisfied in all rounds, we can still apply the sample

selection method to only those rounds where the condition is met, and we leverage other acquisition

methods for the rest of the rounds.

According to Algorithm 2, the complexity of Sequential Acquisition is 𝑂 (𝐵 ∗ max{|D| ∗ |T | ∗
|E | ∗ 𝐷, |D|2 ∗ |E|}), where 𝐷 is the dimensionality of the feature space.

Note that while top-𝐵 independence and progressive dominance do not necessarily hold in

practice, the theoretical analysis in this section assist in the understanding of the nature of the data

acquisition task studied in this work. In addition, while BA and SA are proposed in the context

of top-𝐵 independence and progressive dominance respectively, their application is not limited to

these two scenarios but can serve as the acquisition strategy in practice. As will be experimentally

shown in Section 6, for acquisition tasks where top-𝐵 independence and progressive dominance

are not necessarily satisfied, BA and SA still yield high quality acquisitions.

4 NEIGHBOR-BASED ACQUISITION
While the acquisition strategies introduced in Section 3 are able to derive the optimal solution under

certain assumptions, their complexity, especially SA, is high, as repetitive computation of pair-wise

distances is needed. In this section, we present more general solutions to this problem; namely we
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present efficient algorithms for this problem under no assumptions, without significantly affecting

optimality.

4.1 Neighbor-based Pruning
As discussed in Section 3.2 and Section 3.3, the complexity of the proposed acquisition strategies

depends on |T |, |D|, |E | and 𝐷 . While it is non-trivial to alter |T |, |E | and 𝐷 as they are intrinsic

to the problem definition, it is possible to shrink the data pool D and thus reduce the number of

operations required to update CIP values for samples in D.

We can observe from Equation (1) and Equation (2) that the confidence of modelM with respect

to a particular sample 𝑒 ∈ E depends on the distances between 𝑒 and its nearest neighbor with the

same/other labels in T , i.e., 𝐺 (𝑒,T) and 𝐺 (𝑒,T). Improving the model confidence with respect to

sample 𝑒 is equivalent to decreasing the value of 𝐺 (𝑒,T). In other words, samples in D that are

close to a sample in E (say 𝑒) with the same label are more likely to increase the overall confidence

of M. Inspired by this observation, we apply neighbor-based pruning on D, only retaining a

sample in D if it is close to a sample with the same label in E, and conduct data acquisition on the

retained subset of D. More specifically, for each sample 𝑒 ∈ E, we identify its 𝑘 nearest neighbors

in D, denoted by 𝑘NN(𝑒,D), and thus we generate a candidate set C =
⋃

𝑒∈E 𝑘NN(𝑒,D). We then

apply SA on candidate set C instead of the entire data pool D, to reduce the cost of repetitive

computation of pair-wise distances; this variant is denoted by 𝑘NN-SA. The same principle can

be applied naturally to BA and we denote that variant by 𝑘NN-BA. In order to accelerate the

construction of C, we can build indexes on D, such as an R-Tree, to facilitate the 𝑘NN search,

which can be reused.

Note that calculating model confidence regarding sample 𝑒 only requires the distance to its

nearest neighbors. Using 𝑘 = 1 to construct C may lead to suboptimal results, especially under

budget constraints, due to the inter-dependency in the selection of the sample to retain for different

𝑒’s. We illustrate this issue in Figure 1, where samples 𝑠1, 𝑠2, 𝑠3 are in D, 𝑒1, 𝑒2 are in E, and the

nearest neighbors of 𝑒1 and 𝑒2 are 𝑠1 and 𝑠3 respectively. Suppose that C = {𝑠1, 𝑠3}, and budget

𝐵 = 1, then either 𝑠1 or 𝑠3 will be acquired, while 𝑠2 may lead to the highest confidence improvement

since it is close to both 𝑒1 and 𝑒2.

Fig. 1. Example of 𝑘 = 1

As efficient approximations of BA and SA, 𝑘NN-BA and 𝑘NN-SA offer trade-off between con-

fidence improvement and time cost by varying the value of 𝑘 and thus the size of C, so that the

users can choose the most suitable approach based on specific requirements and constraints.

4.2 Bounding 𝑘NN-BA and 𝑘NN-SA
In Section 3, we addressed how BA and SA can identify optimal solutions in specific cases. Here,

we demonstrate that 𝑘NN-SA and 𝑘NN-BA, while designed as more efficient approximate variants

of SA and BA have bounded approximate guarantees. The following analysis considers 1NN-SA

and 1NN-BA without loss of generality and can be similarly generalized to other values of 𝑘 .

Theorem 4.1. Let 𝑉 C be the maximal possible model confidence improvement of applying SA or
BA on C, and 𝑉 ∗ be the maximal possible model confidence improvement of applying SA or BA on D.
Then 𝑉 C

𝑉 ∗ ≥ 𝐵
| E | .
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Proof. Suppose the optimal solution on C is 𝑠1, 𝑠2, · · · , 𝑠𝐵 , which are the nearest neighbors of

𝑒1, 𝑒2, · · · , 𝑒𝐵 respectively. Let 𝑣 C
𝑖
(𝑖 ∈ [1, 𝐵]) be the confidence improvement 𝑠𝑖 brings to 𝑒𝑖 , then

𝑉 C =
∑𝐵

𝑖=1
𝑣 C
𝑖
+Δ, whereΔ is the overall confidence 𝑠1, 𝑠2, · · · , 𝑠𝐵 bring to samples 𝑒𝐵+1, 𝑒𝐵+2, · · · , 𝑒 | E |

(samples in E other than 𝑒1, 𝑒2, · · · , 𝑒𝐵).
Since 𝑠𝑖 is the nearest neighbor of 𝑒𝑖 , 𝑣

C
𝑖

is the maximal possible confidence improvement

regarding 𝑒𝑖 . We can write 𝑉 ∗
as 𝑉 ∗ =

∑𝐵
𝑖=1

𝑣 ′𝑖 + Δ′
, where 𝑣 ′𝑖 (𝑖 ∈ [1, 𝐵]) denotes the confidence

improvement of sample 𝑒𝑖 in the optimal solution, and clearly 𝑣 ′𝑖 ≤ 𝑣 C
𝑖
, and Δ′

denotes the overall

confidence improvement the optimal solution brings to samples 𝑒𝐵+1, 𝑒𝐵+2, · · · , 𝑒 | E | .
Since 𝑠1, 𝑠2, · · · , 𝑠𝐵 form the answer, the confidence improvement of any sample in {𝑒𝐵+1, 𝑒𝐵+2, · · · , 𝑒 | E | }

cannot be higher than that of 𝑒1, 𝑒2, · · · , 𝑒𝐵 . Therefore, Δ′ ≤ (|E| − 𝐵) ∗ min{𝑣 ′𝑖 |𝑖 ∈ [1, 𝐵]}.
Since the minimal value of Δ is zero,

𝑉 C

𝑉 ∗ ≥∑𝐵
𝑖=1

𝑣C
𝑖∑𝐵

𝑖=1
𝑣C
𝑖
+( | E |−𝐵)∗min{𝑣C

𝑖
|𝑖∈[1,𝐵 ] } , and clearly the right-hand side of equation takes the lowest value

when 𝑣 C
1
= 𝑣 C

2
= · · · 𝑣 C

𝐵
, and thus

𝑉 C

𝑉 ∗ ≥ 𝐵
| E | □

Thus 𝑘NN-SA and 𝑘NN-BA are approximate solutions with accuracy guarantees and can benefit

applications in which strict requirements regarding the confidence improvement are in place, while

incurring lower data acquisition overhead compared to SA and BA.

4.3 BA and SA in Generic Cases
Although BA and SA make certain assumptions regarding the data distribution to build the optimal

solution, they can still be utilizedwhen this condition is notmet, serving as a heuristic approximation

method. We will demonstrate that it achieves high quality solutions in practical scenarios (Section

6).

Fig. 2. Example of Over Exploitation

We consider a generic case when the CIP values may have an arbitrary distribution, and demon-

strate another advantage of 𝑘NN-BA. Considering the neighbors of each sample in E to construct

C, 𝑘NN-BA reduces the probability of over-exploiting a particular region in the data space. Over-

exploitation refers to the case when we acquire many samples in proximity that have non material

influence on the model confidence, and as a result, acquiring these samples results in an overall

confidence improvement that is much lower than the accumulative CIP values. As an example,

samples 𝑠1, 𝑠2, 𝑠3, 𝑠4 in Figure 2 all have influence on the confidence of sample 𝑒1; however, once the

sample closest to 𝑒1 (say 𝑠1) is acquired, the remaining three samples have non material influence on

the confidence of 𝑒1 anymore, according to the definition in Equation (1). Since BA in the general

case follows a greedy strategy (i.e., acquires samples with the highest CIP values) involving no CIP

value updates, it likely leads to over-exploitation. With neighbor-based pruning in 𝑘NN-BA, we

only retain 𝑘 samples close to each sample in E, and thus over-exploiting a particular region is less

likely. As a result, the overall confidence improvement will potentially be higher. We illustrate this

advantage using the same example in Figure 2 and set 𝑘 = 1 (thus C = {𝑠1, 𝑠5, 𝑠6}). Assume the CIP

values of samples in Figure 2 are as follows:
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Table 2. Example of CIP values

Sample 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 𝑆6

CIP 0.71 0.7 0.7 0.7 0.65 0.64

Without neighbor-based pruning, samples close to 𝑒1 (i.e., 𝑠1, 𝑠2, 𝑠3, or 𝑠4) will be acquired first, as

they have higher CIP values, resulting in over-exploitation of the region around 𝑒1. Constructing C
forces the acquired samples to be more spread in the data space, overcoming the over-exploitation

issue and leading to higher confidence improvement.

4.4 Algorithm and Analysis
Assuming an index onD has been built in a pre-processing step, we summarize the steps of 𝑘NN-BA

and 𝑘NN-SA in Algorithm 3, which includes generating candidate set C (Lines 1-4) and conducting

data acquisition on C(Line 5).

Algorithm 3 𝑘NN-BA/𝑘NN-SA

Input: Model M, training set T , evaluation set E, budget 𝐵, D, index R, 𝑘

1: C = ∅
2: for 𝑒 ∈ E do
3: Find 𝑘NN(𝑒,D) using R;

4: C = C ∪ 𝑘NN(𝑒,D);
5: Invoke BA or SA with M,T , E, 𝐵, C;

According to Algorithm 3, 𝑘NN-BA/𝑘NN-SA consists of two phases: (1) candidate generation,

the cost of which is 𝑂 ( |E | ∗ 𝑐), where 𝑐 denotes the average cost of querying the index structure
built on D, and (2) sample acquisition, the cost of which is𝑂 ( |C| ∗ |T | ∗ |E | ∗𝐷) for 𝑘NN-BA, and
𝑂 (𝐵 ∗ max{|C| ∗ |T | ∗ |E | ∗ 𝐷, |C|2 ∗ |E|}|) for 𝑘NN-SA. Based on the complexity analysis, we can

conclude that 𝑘NN-BA and 𝑘NN-SA have clear efficiency advantage over BA and SA when D is

large compared to C.
Acquiring data from a pruned dataset offers multiple advantages in our problem setting. First,

it scales better with respect to data pool size and thus can be applied to scenarios when samples

are acquired from a vast data source. Second, it is more suitable for cases when the coordinates

of samples in D are not completely accessible to the model owner. For example, in a data market

setting where the data provider sells data for profit [7, 28] and is thus motivated to minimize the

exposed information (e.g., setting a constraint on the number of samples whose coordinates can

be accessed by the buyer – the model owner), the model owner can send dataset E to the data

provider and ask the data provider to build C and share the coordinates of samples in C only.

5 DISTRIBUTION-BASED ACQUISITION
The acquisition strategies introduced so far, including BA, SA, and their variants, have the following

major limitations.

• They do not scale well in terms of |T | and |E |, because the computation of model confidence

involves calculating the pair-wise distance between samples in T and E.
• They rely on the availability and accessibility of the coordinates of all samples in D for the

computation of CIP values. As a result, the methods are not applicable to settings when these

coordinates are not revealed, such as in a data market setting [28].

In this section, we seek to overcome these limitations and design a distribution-based acquisition

strategy (DA) which is highly scalable, efficient, and does not require access to D.
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5.1 CIP Distribution
From Equation (4) we observe that the CIP of an arbitrary sample depends on its Euclidean distance

to samples in T and E. Imagine that we are given an infinite set S𝑖𝑛𝑓 which contains samples

filling the entire data space. We can compute the CIP value of each sample in S𝑖𝑛𝑓 using Equation

(4), producing the intrinsic CIP distribution of the data space with respect to the model’s T and

E. Although in practice it is impossible to access such an infinite set S𝑖𝑛𝑓 , we can generate a set

of synthetic samples in the data space (consisting of points not neccesarily in E) and use the CIP

values of these samples to approximate the intrinsic CIP distribution. We illustrate the process of

using synthetic samples to approximate the CIP distribution in Figure 3, which contains samples

from a 1-dimensional data space with the same label, and defer the discussion of generating the

synthetic samples to Section 5.2.

Fig. 3. Approximating CIP distribution

At the bottom of Figure 3 we show the positions of one sample in E and multiple synthetic

samples, and at the top are the CIP values of the synthetic samples (hollow dots) and the CIP

distribution thus approximated (blue solid curve). Note that while the figure shows a 1-dimensional

example, similar CIP distributions can be built for higher-dimensional spaces as well.

The above observation motivates the construction of a function 𝐹 to capture the intrinsic CIP

distribution of the data space, so that for an incoming sample 𝑠𝑛𝑒𝑤 , we can use 𝐹 to directly predict

the CIP of 𝑠𝑛𝑒𝑤 , instead of going through the expensive process of computing CIP using Equation

(4), to reduce the acquisition cost. In this work we use Machine Learning (ML) models to build

𝐹 to better handle higher dimensionality and larger T and E (and consequently complex CIP

distributions).

5.2 Fitting a CIP Distribution Model
To learn the CIP distribution using an ML model, the first step is to generate a training set DT ,

which consists of a collection of samples DS, drawn from data space Γ, and their corresponding

CIP values.

There are two ways to generate DS. The first approach is to randomly draw samples from data

space Γ. This approach clearly suffers from severe sparsity as the dimensionality increases, and

requires generating an exponentially increasing number of samples to ensure sufficient coverage

of the data space, as it does not take into consideration how samples are truly distributed in the

data space. Therefore, a more effective solution is to generate DS based on the actual underlying

distribution of samples in Γ. Since the actual distribution is unknown, we can merge T and E,
which are available to the owner of the model and consist of samples drawn from the underlying

distribution of Γ, to form DS.

5.3 Analysis of Distribution-based Acquisition
With the model 𝐹 obtained in Section 5.2, the complexity of obtaining the CIP of an arbitrary

sample decreases from 𝑂 (T ∗ 𝐷) to 𝑂 (𝑐𝐼 ), where 𝑐𝐼 denotes the average cost of model inference, a
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significant cost reduction especially when T is large. In addition, since the construction of 𝐹 does

not rely on samples in D, we can further lift the assumption that D needs to be accessible to the

model owner during the data acquisition process. Instead, the data acquisition process can now

proceed as follows.

(1) The model owner trains 𝐹 based on T and E;
(2) The model owner provides 𝐹 and a budget 𝐵 to the data pool;

(3) The data pool utilizes 𝐹 to predict the CIP values of samples in D, and returns the 𝐵 samples

with the highest CIP values to the model owner.

We refer to this algorithm as distribution-based acquisition (DA).

One issue with DA is that, model 𝐹 is never re-trained during the acquisition process and thus

does not consider the mutual influence between the acquired samples. One solution could be to

acquire a single sample in each round and re-train 𝐹 iteratively. However, since model re-training

also involves updating the CIP values of samples in DS, the cost of frequent model retraining can

easily outweigh the benefit gained from using a model for CIP prediction. Therefore, we propose to

conduct DA in a batch mode, which is to acquire Δ𝐵 (i.e., the batch size) samples in each round

of data acquisition, update the model, and repeat until the budget is exhausted. We provide the

detailed steps of DA in Algorithm 4.

Algorithm 4 Distribution-based Acquisition (DA)

Input: Model M, training set T , evaluation set E, budget 𝐵, batch size Δ𝐵
1: function train_F(DS, T , E,M):

2: DT = ∅;
3: for 𝑠 ∈ DS do
4: Compute CIP(𝑠) using T , E,M;

5: DT ∪ {(𝑠,CIP(𝑠))};
6: Train 𝐹 on DT ;

7: Return 𝐹

8: function data_pool_process(𝐹 , D, Δ𝐵):
9: scores = ∅;
10: for 𝑠 ∈ D do
11: scores = scores ∪ {(𝑠, 𝐹 (𝑠))};
12: Sort scores in descending order;

13: res=scores[:Δ𝐵];
14: D = D\{samples in res};

15: Return {samples in res};

16: DS = T ∪ E;
17: while 𝐵 > 0 do:
18: 𝐹 =TRAIN_F(DS,T , E,M);

19: 𝑛 = min{Δ𝐵, 𝐵}
20: A=DATA_POOL_PROCESS(𝐹, 𝑛);

21: T = T ∪ A;

22: 𝐵 = 𝐵 − 𝑛;

In Algorithm 4, to facilitate the distribution-based acquisition, we first define two functions,

TRAIN_F (Lines 1-7) which trains the CIP distribution function 𝐹 , and PROVIDER_PROCESS (Lines

8-15), which requests samples from the data pool. The detailed procedures of both functions have
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been introduced at the beginning of Section 5.3. During the acquisition process, the model owner

trains 𝐹 in each round based on acquired samples (Line 18), and acquires Δ𝐵 new samples from the

data pool (or the number that the remaining budget permits) (Lines 19-21). The above process is

repeated until the model owner has acquired 𝐵 samples (Lines 17 and 22).

The preprocessing step of the distribution-based acquisition method consists of the construction

of DT and the training of 𝐹 , and its complexity is thus 𝑂 (( |T | + |E|) ∗ |T | ∗ 𝐷 + 𝑐𝑇 ), where 𝑐𝑇
denotes the training cost of 𝐹 . The acquisition cost of the approach is 𝑂 (𝐵 ∗ 𝑐𝐼 + ⌊ 𝐵

Δ𝐵 ⌋ ∗ ((|T | +
|E|) ∗ |T | ∗ 𝐷 + 𝑐𝑇 )).

6 EXPERIMENTS
In this section, we embark on a series of experimental investigations involving the proposed

techniques as well as applicable baselines. Our objective is to thoroughly assess these techniques,

considering two key aspects: the performance of each method, measured by the improvement of

model confidence following data acquisition, and the associated time overhead.

6.1 Settings
Datasets. We conduct experiments on four datasets, namely MNIST [15], CIFAR10 [26], CIFAR100

[26], Crop [16, 23], and HAR70+ [30]. MNIST, CIFAR10 and CIFAR100 are image classification

datasets widely used for computer vision tasks, and Crop andHAR70+ are tabular datasets consisting

of real-valued features. For each dataset we reserve a hold-out subset (denoted by E
ho

) to measure

the ultimate model confidence improvement (UMCI), which is not accessible to the model owner

and acquisition algorithm during the acquisition process. For MNIST, CIFAR10, and CIFAR100, we

use the test set associated with the corresponding dataset as E
ho

; for Crop and HAR70+, since no

designated test sets are provided, we use stratified random sampling to select 30% of the entire

dataset as E
ho

. The characteristics of the four datasets are summarized in Table 3.

Table 3. Dataset Characteristics

dataset # records # classes # dimensions
MNIST 60,000 10 784

CIFAR10 60,000 10 1,024

CIFAR100 60,000 100 1,024

Crop 325,834 7 175

HAR70+ 141,714 7 6

Implementation and Environment. The algorithms proposed in the work are implemented

using Python (version 3.8.10). Experiments are conducted on a Ubuntu 20.04 instance with Core i5

CPU, 24GB RAM, 256GB SSD, and 2TB HDD. For 𝑘NN-BA and 𝑘NN-SA, we adopt an off-the-shelf

R-Tree implementation [39] to accelerate the construction of the candidate set.

Evaluation metrics. We evaluate each method from two aspects in the experiments, including

the ultimate model confidence improvement (UMCI) after 𝐵 samples are acquired (as introduced

in Definition (2.1)), and the time overhead of the acquisition process. Note that the measured

time includes the time of acquiring new samples, and excludes the pre-acquisition cost (such

as generating synthetic samples and training the CIP distribution model for DA) and the post-

acquisition cost (such as retraining the model after the acquisition process to compute UMCI). Each

experiment is repeated five times and the average UMCI and time values are reported.

Construction of T , E, and D. We randomly split each dataset used in the experiment into T
(model training set), E (model confidence evaluation set), and D (data pool) following power-law
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distribution (as per [28]). Unless otherwise stated, the ratio of T : E : D is 1 : 4 : 5, and the

observations under other ratios are similar.

Model Selection. To build model M, we adopt VGG8B [38] for CIFAR10 and CIFAR100, and

Multi-Layer Perceptron (MLP) for MNIST and CROP. Our experiments with other models show

that the acquisition process and results are not sensitive to model choices.

Choice of 𝐹 . For the CIP distribution model 𝐹 used by Distribution-based Acquisition, we have

utilized several standard built-in regression models in Scikit-Learn Package with default parameter

settings, such as 𝑘NN regressor, Random Forest regressor, andMLP regressor, among which Random

Forest regressor demonstrates the best trade-off between performance and efficiency. Therefore,

for the experiments in this section, and without loss of generality, we use Random Forest regressor

to build 𝐹 .

Choices of 𝐵 and 𝑘 .We vary the value of 𝐵 (budget) in a range to thoroughly study the proposed

methods. The range of values is carefully selected to demonstrate the full spectrum of observable

behaviours, from 0.01 ∗ |D| when only a small number of samples are acquired, to 0.2 ∗ |D| where
we experience diminishing returns across all datasets used in the experiment. In the following we

use relative values (i.e., percentage to |D|) to denote 𝐵 (e.g., 0.01, 0.05) for brevity. We study the

effect of 𝑘 on the UMCI and time required by 𝑘NN-BA and 𝑘NN-SA in Section 6.3, and set 𝑘 = 1

for other experiments by default.
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Fig. 4. BA vs. SA

Baselines. In addition to the methods proposed in the paper, we also consider two intuitive

acquisition strategies, namely Random Acquisition (RA), and Equality-oriented Acquisition (EA),

as baselines. With RA, we acquire 𝐵 random samples from D. With EA, samples are acquired in

rounds, and in each round, we identify the class with the minimal number of samples in T , say the

𝑖-th class, and acquire one sample from the 𝑖-th class (and add it into T ); the process is repeated

until 𝐵 samples are acquired.

6.2 Studying BA and SA
As discussed in Section 3, Bulk Acquisition (BA) and Sequential Acquisition (SA) can be applied in a

general setting (without any specific assumptions on data properties). In this section, we apply both

methods to the datasets used in the experiment, comparing their UMCI and time, and demonstrate

the results in Figure 4.

The main observations from Figure 4 are listed and analyzed as follows. First, the overall UMCI

improves after more samples are acquired, and for the datasets used in the experiment, the im-

provements exhibit diminishing returns when the budget 𝐵 reaches 0.05 ∗ |T | to 0.1 ∗ |T |, denoting
that acquiring more samples has less effect on the model confidence. The reason is that, as more

samples are acquired, the 𝐺 (𝑒,T) value for each sample 𝑒 ∈ E would decreases (as shown in

Equation (1)), and acquiring more samples becomes less likely to further reduce𝐺 (𝑒,T); thus UMCI

becomes increasingly more stable. In practice, it is sensible to monitor the UMCI for diminishing

returns during the acquisition process, to avoid acquiring samples with no or negative influence
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on model confidence. Second, SA results in higher UMCI compared to BA, and the benefits are

more significant for larger 𝐵, as SA capitalizes on the frequent updates of CIP values and is able

to identify samples leading to higher UMCI given the already acquired samples. Third, the time

required by SA is usually hundreds of times higher than that of BA, depending on the budget, due

to the repetitive updates of CIP values.

6.3 Studying the Influence of 𝑘
Methods 𝑘NN-BA and 𝑘NN-SA are proposed as efficient alternatives of BA and SA respectively,

and their UMCI and time depend on the size of the candidate set we acquire new samples from,

which is largely decided by the parameter 𝑘 . In this section we study the influence of 𝑘 to both

UMCI and the time required by 𝑘NN-BA and 𝑘NN-SA. We showcase the results of 𝑘NN-BA in

Figure 5, and similar observations are obtained for 𝑘NN-SA.
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Fig. 5. The Influence of 𝑘

As depicted in Figure 5, as 𝑘 increases, both UMCI and time would increase sub-linearly, for

different datasets and budgets; UMCI exhibits diminishing returns approximately at 𝑘 = 4. The

reason is that, as revealed by Algorithm 3, as 𝑘 increases, more nearest neighbors of samples in

E are retained to construct the candidate set, thus more samples in D with high CIP values are

included in the candidate set. However, since the 𝑘NNs of different samples in E may overlap,

the candidate set size grows sub-linearly as 𝑘 . In addition, according to Equation (1), samples in

D that are distant from samples in E have less impact on the model confidence improvement,

and consequently large 𝑘 would result in diminishing returns. To determine a suitable value for

parameter 𝑘 for a new task, one way is to acquire new samples in rounds starting from 𝑘 = 1. The

value of 𝑘 can then be increased in each round until diminishing returns in UMCI are observed;

thus the 𝑘 value achieving reasonable balance between UMCI and time can be selected accordingly.

6.4 BA vs. 𝑘NN-BA
Next we compare the UMCI and time requirements of BA and 𝑘NN-BA (with 𝑘 = 1), and provide

the results on Crop and MNIST in Figure 6; similar trends are observed on CIFAR10 and CIFAR100.

According to Figure 6, 𝑘NN-BA usually results in 20% lower UMCI and runs two to three times

faster, due to the fact that 𝑘NN-BA acquires new samples from a candidate set smaller than the

original data pool D. One interesting observation is that, in certain cases, 𝑘NN-BA leads to higher

UMCI than BA, especially when the value of 𝐵 is small (e.g., when 𝐵 = 0.01 in Figure 6). This is

due to the fact that BA is not updating the CIP values during the acquisition process. As discussed

in Section 4.3, acquiring samples greedily based on CIP values without updating the CIP values

periodically causes over-exploitation, lowering the UMCI. In practice, one can adopt either method

and set the value of 𝑘 as suggested in Section 6.3 to achieve desired balance between confidence
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Fig. 6. BA vs. 𝑘NN-BA

improvement and time cost. On the other hand, since 𝑘NN-BA only retains the 𝑘NN of each sample

in E to generate the candidate set, the candidate set is likely to contain a large number of samples

in diverse areas of the data space, and the chances of over-exploitation are limited, leading to higher

ultimate confidence improvement. As the budget increases, the advantage of acquiring samples

from a larger data pool overweighs the benefit of limiting the probability of over-exploitation, and

BA starts to outperform 𝑘NN-BA in terms of UMCI.

6.5 SA vs. 𝑘NN-SA
In this section we compare SA and its efficient variant, 𝑘NN-SA (with k=1), in terms of UMCI and

acquisition time cost. The results are provided in Figure 7.
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Fig. 7. SA vs. 𝑘NN-SA

As is clear from Figure 7, SA always leads to higher UMCI, and incurs a two to forty times higher

time overheads than that of 𝑘NN-SA. Both SA and 𝑘NN-SA repetitively update the CIP values

of samples yet to acquire, and thus do not suffer from over-exploitation. Since SA is associated

with a larger data pool, it is more likely to acquire samples with higher CIPs (and thus leads to

higher UMCI), compared to 𝑘NN-SA which is limited to a small candidate set. On the other hand,

acquiring samples from a larger data pool also increases the time required by SA, compared to

𝑘NN-SA. For practical scenarios when SA or 𝑘NN-SA are being employed, it is recommended to

set the value of 𝑘 as suggested in Section 6.3 to seek trade-off between confidence improvement

and time cost based on the requirements of specific tasks.

6.6 Studying the Influence of Δ𝐵 on DA
In section 5.3 we introduced parameter Δ𝐵, i.e., the batch size, for Distribution-based Acquisition

(DA), and the CIP distribution model 𝐹 is retrained on every Δ𝐵 newly acquired samples. Next we

study the influence of batch size Δ𝐵 on the UMCI and time requirements of DA. The results are

provided in Figure 8.
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Fig. 8. The Influence of Δ𝐵 on DA

As demonstrated in Figure 8, smaller Δ𝐵 values lead to higher UMCI and incur higher acquisition

time; in the experiments conducted in this work, we observe a good balance between UMCI and

time cost when Δ𝐵 falls in the range [20, 35]. With a smaller Δ𝐵, more frequent retraining of 𝐹 is

triggered and thus the acquisition process can quickly adapt to changes in T , which also results

in higher retraining cost. The value of Δ𝐵 in other scenarios can thus be adjusted accordingly to

provide higher priority to UMCI or efficiency, and one way to choose Δ𝐵 is to start from a small

value (e.g., 10) and gradually increase Δ𝐵 until an acceptable retraining cost has been reached.

6.7 BA, 𝑘NN-BA, DA vs. Baselines
In this section, we compare the methods proposed in this work with the two baselines introduced

in Section 6. Since no CIP updates are involved in the acquisition process of Random Acquisition

(RA) and Equality-oriented Acquisition (EA), we only compare them with BA, 𝑘NN-BA and DA

with Δ𝐵 = 𝐵, and exclude SA and 𝑘NN-SA. We present the comparison results in Figure 9. Note

that the time in Figure 9(b) is in logarithmic scale.
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Fig. 9. Comparisons with Baselines

As is clear from the figure, BA achieves the highest UMCI, followed by 𝑘NN-BA and DA, and RA

and PA lead to the lowest UMCI. In terms of acquisition time, RA and PA are significantly more

efficient than the methods proposed in this work, as they require little to no calculation of the

pair-wise distances between samples in T , E and D; DA is slightly faster than 𝑘NN-BA, and BA

is the slowest. DA reduces the acquisition time cost by training 𝐹 in advance, which can directly

estimate the CIP of new samples, to avoid the expensive calculation of CIP in Equation 4. Compared

to BA, 𝑘NN-BA limits the acquisition process to a smaller candidate set and thus incurs lower

acquisition overhead, as detailed in Section 4.4. Note that the performance of DA is expected to

improve when utilized jointly with well calibrated 𝐹 ; this could be an interesting direction for

future work.
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6.8 Studying the Influence on Model Accuracy
In this section we expand our study and investigate the influence of the samples thus acquired to

the accuracy of model M. More specifically, let 𝑎𝑐𝑐 be the accuracy of model M on the evaluation

set E before the acquisition process, and 𝑎𝑐𝑐′ be the accuracy of M after being retrained on T
and the newly acquired samples. In Figure 10 we demonstrate the accuracy change (i.e., 𝑎𝑐𝑐′ − 𝑎𝑐𝑐)

when varying the number of samples acquired.
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Fig. 10. Accuracy Changes

We observe a positive correlation between accuracy and confidence in our study, as shown in

Figure 10. This correlation holds true across different datasets and acquisition methods. Specifically,

the samples acquired with the main objective of improving confidence also contribute to improving

model accuracy. It is important to note that this positive correlation is observed when the training

data (D) and the test data (T ) follow the same distribution, as mentioned in Section 1 and Section

6.1.

However, it is worth mentioning that when the training data (D) and the test data (T ) follow

different distributions, the relationship between confidence and accuracy may exhibit more complex

behavior. Exploring this relationship in such cases presents an interesting direction for future

research. In particular, ensuring that model accuracy does not decrease after confidence-oriented

data acquisition whenD follows an arbitrary distribution poses a challenging optimization problem.

6.9 Studying the Influence on Model Reliability
We have demonstrated that the proposed methods instruct data acquisition to improve model

confidence, and it is known that confidence is closely related to the reliability of Machine Learning

models [12, 22]. In this set of experiments, we verify whether the data acquired following our

proposed algorithms can effectively improve the ultimate model reliability, adopting the ML system

reliability quantification strategy designed in [13]. Note that the strategy in [13] consists of a

comprehensive list of metrics describing ML system reliability from different perspectives, out of

which we select the subset of metrics relevant to the target setting of the paper (i.e., high variance

scenario with independent identically distributed samples), namely in-distribution performance
and calibration. Following the design in [13], we calculate the values corresponding to each of the

metrics and use the average as the reliability score. The changes in reliability score after the data

acquisition process (with 𝐵 = 0.2 ∗ |D|) are reported in Figure 11.
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Fig. 11. Reliability Changes

As depicted in Figure 11, the model reliability increases after the data acquisition process, and

the observation holds true across different datasets and acquisition methods, proving that the

confidence gains resulted from the data acquisition process can effectively translate into model

reliability improvements.
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We note that the results in Figure 11 are mainly used to showcase the effectiveness of the proposed

methods in boosting model reliability in the problem setting studied in this work. Comprehensive

study and more insights of the relationship between model confidence and system reliability are

out of the scope of the paper and can be located in related works [12, 13, 22].

6.10 Guidance to Choose Data Acquisition Algorithms
Based on the experimental results, we provide suggestions regarding which data acquisition

algorithm to choose in different scenarios to maximize confidence improvement, giving particular

consideration to time constraints. While it is difficult to directly translate a concrete time constraint

(such as completing acquisition within 2 minutes) into actionable rules as the actual time cost

heavily depends on the problem instance, the users can perform pre-acquisition probing to assist

algorithm selection. More specifically, when dealing with a new task, the users can first conduct a

data acquisition task with a small fraction of the budget (e.g., 0.1*𝐵) to obtain a basic understanding

as to whether the given time constraint (e.g., 2 minutes, or 1 hour) for the particular problem

instance is relaxed, moderately restrictive, or highly restrictive, and then adopt the following

guidance to choose the most suitable algorithm.

(1) Based on the observation in Section 6.2, with relaxed time constraint, use Sequential Acquisi-

tion;

(2) Based on the observation in Section 6.5, with moderately restrictive time constraint and

when an index on the data pool exists, use 𝑘NN-SA;

(3) Based on the observations in Section 6.2 and Section 6.4, with moderately restrictive time

constraint and when an index on the data pool is not available, use Bulk Acquisition;

(4) Based on the observation in Section 6.7, with highly restrictive time constraint, use 𝑘NN-BA;

(5) Based on the analysis in Section 5.3 and the observation in Section 6.7, when the coordinates

of samples in the data pool are not accessible and thus direct calculation of CIP is not possible,

use Distribution-based Acquisition;

(6) For real time data acquisition, such as in a stream setting when frequent decisions about

whether to acquire an incoming sample need to be made, use Distribution-based Acquisition.

We note that users can choose the parameters to use for each algorithm, based on the observations

and detailed analyses in the corresponding experiment sections.

7 RELATEDWORK
Data Acquisition. The study of this work falls into the area of data acquisition, which is to acquire

data based on a given objective [8, 10, 25, 28, 36, 49]. Li et al. [28] study the problem of acquiring

new samples from a data market using queries, with improving model accuracy as the objective,

and propose two approaches to generate most promising queries so as to maximize the accuracy

improvement. Chai et al. [8] consider the problem of acquiring data from sources in the wild, and

devise an end-to-end solution collect and cluster data, as well as identify samples from each cluster

that are more useful than others. Chen et al. [10] investigate the problem of acquiring data from

diverse sources to enhance the precision of linear statistical estimators. Their study focuses on

linear statistical methods, wherein specific guarantees pertain to the optimal approaches, in cases

where data providers abstain from making their data available, resulting in fluctuating data costs.

Data Market. Data market is a platform where participants can share data [2, 6, 9, 17, 29, 35].

Fernandez et al. [17] present their vision for the design of platforms to support datamarkets, followed

by various market models, protocols, and algorithms to incentivize the creation of datasharing

markets [7]. Asudeh et al. [4] explore the challenge of providing cost-effective and distribution-

aware query answering in data market, and envision a unified query answering framework which
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integrates data from different sources in a data market and builds various data views for more

efficient query answering. Zhao et al. [50] address the budget allocation and revenue allocation

problems in data markets and develop a linear-time algorithm to tackle the two allocation problems

simultaneously, with theoretical guarantees regarding the efficiency of the budget utilization. The

proposal in this work could greatly benefit data sharing in data markets, especially for data buyers

with the objective of improving model confidence.

Active Learning. The problem studied in this work share a similar setting with Active Learning,

which is concerned with acquiring labels of a subset of unlabeled samples to improve the perfor-

mance of machine learning models [3, 40, 43]. It has been applied to solve various problems in data

management [34]. In a typical setting for active learning, we have access to the coordinates of new

data and the main challenge is to identify samples that are more likely to boost model performance,

and various approaches have been proposed to quantify the utility of unlabeled samples [31],

such as Heterogeneity-based metrics, Representative-based metrics, Performance-based metrics. In

contrast, in this work we deal with the scenario where the there exists a well-established utility

measure (i.e., model confidence), and the focus is to efficiently identify samples with high utility.

Model Confidence. Model confidence (or uncertainty) is an important aspect of Machine

Learning model performance and is very critical for certain types of application scenarios such

as health care and autonomous driving, and existing works mainly strive to provide accurate

and well-calibrated confidence measure [12, 19, 20, 22, 48]. Jiang et al. [22] propose a two-step

framework to quantify the trustworthiness of classifier which first extracts high-density datasets

for each class and then compute the trust score for each evaluation sample based on the distance

from the sample to the nearest class different from the predicted class and the distance to the

predicted class. Chouraqui et al. [12] put forward a geometric-based approach for uncertainty

estimation by using the distance of a given evaluation sample from the existing training samples as

a signal for estimating uncertainty and then calibrate that signal using standard post-hoc calibration

techniques. [1] provides a comprehensive literature review of uncertainty/confidence quantification

for deep learning. However, we are not aware of any existing work taking a well-established model

confidence metric and solve the problem of confidence-oriented data acquisition, as this paper does.

8 CONCLUSION
In this work, we have investigated the important yet challenging task of model confidence-oriented

data acquisition in this work. We have grounded our work in well-established model confidence

measures, and devised two approaches to derive the optimal solution in certain cases, BA and SA. To

optimize the efficiency of the acquisition process, we have designed two lightweight approximate

variants of BA and SA, named 𝑘NN-BA and 𝑘NN-SA, with targeted search space. Distribution-based

Acquisition has been proposed to provide a generic solution to the task which makes minimal

assumption regarding the way the data acquisition is conducted. We have empirically studied

the properties and performance of the proposed methods using various datasets and models, and

under different experiment settings, as well as demonstrated their superiority over other applicable

baselines.
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